Forcing and Large Cardinals

Monroe Eskew

1 Forcing basics

1.1 Background

A partial order is a pair (P, <) such that P is a set and < is a transitive, reflexive
binary relation on P. We will often abuse notation and conflate the set P with
the pair that puts structure on P. All of our partial orders will have a maximal
element, usually denoted by 1. Of course, we can always add a maximal element
to any partial order.

If P is a partial order and p,q € P, we say p and ¢ are compatible if there is
r < p,q. We will abbreviate “p is incompatible with ¢” by p L ¢. An antichain
is a set of pairwise-incompatible elements. A set D C P is said to be dense when
for all p € P, there is ¢ € D below p. A set is open when it is downward-closed.
A set is predense if its downward closure is dense.

A subset F' of a partial order is called a filter if it is upward-closed and
directed: for all p,q € F, there is r € F such that r < p,q. Suppose D C P(P).
We say that a filter F' is D-generic if DNF # () for all D € D. If M is a
model of set theory and P € M, we say that a filter G C P is generic over M
or M-generic if GN D # () for every dense D € M.

Exercise 1.1. Suppose P is a partial order in a model of set theory M. Show
that there is an M-generic filter G C P such that G € M iff there is p € P such
that every two elements below p are compatible.

Exercise 1.2. Show that if M is a model of set theory, P € M, and G C P is
M -generic, then G is a maximal filter.

Exercise 1.3. Suppose G is a filter over a partial order P € M. Show that the
following are equivalent:

1. G meets every dense D € M.
2. G meets every dense open D € M.
3. G meets every predense D € M.

4. G meets every maximal antichain A € M.



Working within a model of set theory V' containing a partial order P, we
recursively construct the class of P-names V¥ by induction on rank. Vi = {0}.
Given V!, we let V2 ; be the set of all subsets of P x V3. For limit A, we let
V/{P = Ua<)\ VOIzP

Given a filter F' over P, which may or may not be a member of V, we
recursively define the evaluation of P-names by F. If 7 is a P-name, we let
™ ={ot" : (p,0) € T Ap € F}. We define V[F] as the class of all evaluations
of P-names by F. An important subclass of V¥ is the class of “check-names,”
which canonically evaluate to members of V under any filter. () is a check-name.
Given a set x € V| we recursively define & = {(1,9) : y € z}.

Exercise 1.4. Show that for any filter F' over a partial order P € V, and any
zeV,if =z

Another important name is the canonical name for the generic filter, G =
{(p,p) : p € P}.

If o(71,...,7,) is a sentence in the language of set theory involving P-
names Ti,...,T,, then given a filter G over P, we can ask whether V[G] =
o(1E,..., 7). We say p forces ¢ over V, or p IFY ¢ when for every V-generic
filter G with p € G, we have V[G] = ¢.

For this course, we will take for granted the Forcing Theorem:

Theorem 1.5. Suppose V' is a model of ZFC and P is a partial order in V.

1. There is a computable transformation (v, ..., V) — @(V1, ..., Vn, Unt1, Unt2)
of the formulas in the language of set theory such that for any partial order
PeV, anyp € P, and any P-names 11, ..., Ty,

pll-]}.( o(t1,..., )V E®(T,..., 7, P,p).

2. If G C P is generic over V, and V[G] & o(7C,...,7%), then there is
p € G such that p -y o(T1,...,7n).

3. For all V-generic G CP, V[G] = ZFC.

The following is known as the maximality principle:

Lemma 1.6. Suppose P is a partial order, p € P, and p I+ xp(x). Then there
is a P-name 7 such that p I o(7).

Proof. The collection of ¢ < p such that there is some P-name 7, such that
q Ik (1) is dense. Let A be a maximal antichain below p of such ¢. Let

T={(r,0):3g € AF'(r < g, and (1", 0) € 74}.

If G C P is generic over V with p € G, and let ¢ € AN G. Clearly 7¢ C ’TqG. If

x € TqG, then x = 0@ for some o such that (1’,0) € 7, and 7’ € G, and we can

find r <7/,q also in G, so = € T. O



We will sometimes need the fact that formulas of low complexity have a
degree of absoluteness. Ay C Form is the smallest collection of well-formed
formulas in the language of set theory containing the atomic formulas, closed
under propositional connectives, and closed under bounded quantification, which
takes the form (Vz € y)p or (3 € y)p. II; is the collection of formulas of the
form Vxp, where ¢ is Ap, and X; is the collection of formulas of the form Fzp,
where ¢ is Ag. Given the classes X, and I1,,, ¥, 11 is the collection of formulas
of the form Jzy, where ¢ is 11, and II,,4; is the collection of formulas of the
form Vzp, where ¢ is ¥,,. We will often say that a formula “is” II,, of 3,, when
we really mean ZF proves that it is equivalent to a formula in this class. We let
A, be the class of formulas for which ZF proves they are equivalent to both a
¥, and a II,, formula.

Lemma 1.7. Closure of the classes (mod ZF-provable equivalence):
1. For alln, ¥, UIl,, C A,41.
2. ¢ is Xy iff ~ is I,

3. ¥, and 11, are closed under conjunction, disjunction, and bounded quan-
tification.

4. Xy is closed under existential quantification and I, is closed under uni-
versal quantification.

Lemma 1.8. Ag formulas are absolute between transitive models. X1 formulas
are upwards-absolute and 11y formulas are downwards-absolute. Thus Ay for-
mulas are absolute between transitive models M, N of ZF such that M C N, and
also absolute between possibly C-incomparable transitive models with respect to
ordinal parameters.

Proof. We sketch the proof of the final claim assuming the others. Suppose
o(x) is Ay, and a € Ord™ NOrdY. Then M = p(a) & LM = ¢(a) & LN =
p(a) & N | p(a). O

1.2 Separativity and Boolean Completions

A Boolean algebra is a structure that resembles the algebra of set operations
on the powerset of a given set. It is a set B with distinguished top and bottom
elements 1 and 0, binary operations A, V, and a unary operation — satisfying
the following axioms:

1. (Commutativity) pVg¢=qVpand pAqg=qAp.

2. (Associativity) pV (gVr)=(pVg) Vrand pA(gAr)=(pAq)Ar.

Distributivity) pA(gVr) = (pAq)V(pAr) and pV (gAr) = (pVg)A(pVr).
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Absorption) pA(pVg)=pand pV (pAgq) = p.



5. (Identity) aV0O=aand a Al =a.
6. (Complementation) pV (-p) =1 and p A (—p) = 0.

We define a partial order on B by putting p < ¢ when p A ¢ = p. We use p — ¢
as an abbreviation for p A —g.

Exercise 1.9. Prove that the above definition of < is indeed a partial order,
with greatest element 1 and least elements 0. Show that p A\ q gives the greatest
lower bound of p,q, and pV q gives the least upper bound of p,q. Verify the De
Morgan laws.

Let us mention the following theorem, whose proof we will skip. It assures
you that whatever equations you know hold for set algebras also hold for Boolean
algebras generally.

Theorem 1.10 (Stone). Ewvery Boolean algebra is isomorphic to a set algebra.
Given a Boolean algebra B, there is a set X and a family A C P(X) containing
X and closed under intersections, unions, and complements, such that under
these standard operations it is isomorphic to B.

A Boolean algebra is called complete when every subset has a least upper
bound. We aim to show that every partial order is “forcing-equivalent” to a
complete Boolean algebra. The convenient thing about forcing with a complete
Boolean algebra B is that for any statement ¢ in the forcing language of B,
there is a maximal element of B forcing this statement, denoted ||¢||. This is
also called the Boolean value of ¢. It is simply the least upper bound of all
conditions forcing ¢.

Definition. A partial order (P, <) is called separative if whenever p £ q, there
is r < p such that r 1 q.

Note that Boolean algebras are separative. Non-separative partial orders
contain structure that is irrelevant for forcing purposes. We can get rid of it by
taking a quotient. Given a partial order P, we put p <, g when all r < p are
compatible with ¢. It is easy to check that <, is a partial order extending <. We
put p ~4 ¢ when p <, ¢ and g < p. Since <, is transitive, ~ is an equivalence
relation. The set of equivalence classes is called the separative quotient P,.

Exercise 1.11. Let P be any partial order.

1. Show that <g extends < and that p,q are compatible in (P, <) iff [p]s, [d]s
are compatible in (Pg, <y).

2. Show that Py is separative.
3. Show that if P is separative, then Py = P.

Lemma 1.12. Suppose P is a partial order in V. Let [p]s denote the equivalence
class of p € P in the separative quotient.



1. If G C P is generic over V, then Gy := {[p|s : p € G} is a filter which is
Ps-generic over V.

2. If G; C Py is generic over V, then G := {p : [p]s € Gs} is a filter which
1s P-generic over V.

Proof. Suppose G C P is generic over V. Let D € V be a dense open subset of
Ps. Let D' ={p: [pls € D}. If p € P, find ¢ <, p in D, and then find r < ¢, p.
[r]s € D since D is open and <, extends <. Thus D’ is dense, so let p € GND'.
Then [p]s € DNG,. To verify Gy is is a filter, first note that directedness follows
by the fact that <, extends <. For upwards closure, let p € G and suppose
p <s q. The set of r < p that are below ¢ is dense below p, so we must have
g € G and thus [g]s € Gs.

Suppose G5 C Py is generic over V. Let D € V be a dense subset of P. Then
D’ ={[p|s : p € D} is clearly dense in P, so there is p such that [p|; € GsND’,
and thus p € GN D. We must verify that G is a filter. Upwards closure is easy.
Let p,q € G. Then the set E of r such that r is either below both p and ¢, or
incompatible with one of them, is dense. So there is r € E such that [r]; € Gs.
But incompatibility in P implies incompatibility in Py, so since G4 is a filter,
this 7 must be below both p and gq. O

Let P be a partial order. We will call an open subset A C P regular if
whenever A is dense below p, then p € A. Note that if IP is separative, then the
open set U, := {q: ¢ < p} is regular. Given a set U, define:

U = {p: U is dense below p}.

Exercise 1.13. Prove that the intersection of any family of reqular open subsets
of a partial order is reqular and open.

Exercise 1.14. Let P be a partial order and let U C P be open. Show that U
is the smallest regular open set containing U.

Lemma 1.15. Suppose A, B C P are open sets. Then:

1. AUB=AUB.

2. ANB=ANB.

Proof. For (1), first note that AU B is a regular open set containing the open
set AU B, so it contains the minimal such set A U B. Second, AU B is a regular
open set containing B, so it contains B, and since it also contains A, it contains
AUB.

For (2), first note that AN B is a regular open set containing A N B, so it
contains AN B. Second, suppose p € ANB. Then AN B is dense below p,
so each of A, B are separately dense below p. Since B is regular, p € B. By
definition, B is dense below p. So both A and B are dense below p. Since they
are open, AN B is dense below p. Thus by definition, p € AN B. O




Theorem 1.16. Let P be a separative partial order. There is a complete Boolean
algebra B(P) that has a dense subset isomorphic to P.

Proof. Let P be as hypothesized. The universe of B(IP) is the collection of all
regular open subsets of IP. For regular open sets A, B, we define the operations
as follows:

e ANB=ANB.

e AVB=AUB.

e “A={peP:U,NA=0}.
e 1=P 0=0.

To verify the first four axioms for Boolean algebras, we use an induction
argument along with Lemma 1.15, and the fact that these equations hold for
the ordinary set operations. Suppose f is a function obtained by composing
the operations A,V finitely many times. Let f’ be the result of replacing each
instance of vV with U. We suppose inductively that for a function f using < n
applications of A,V, and any regular open sets A1, ..., A, to plug in to the free
variables of f, we have f(Ai,...,4,) = f/(A1,..., An).

Suppose then that f is a function using n applications of A,V, and so f =
g1 A g2 or g1V go for some functions g1, go with fewer applications. Suppose first
that f = g1 V go. Let Abea sequence of n + 1 regular open sets. Then

—. —. —.

JF(A) = g1(A) U g2(A).

By induction, this equals

g5 (A) U gh(A).
By two applications of Lemma 1.15, this equals

=, =,

91(4) U g5(A),

=,

which is equal to f/(A) by the definition of f — f’. If f = g1 A g2, then again
by induction,

-, -, =, =, =, =,

F(A) = g1(A) N g2(4) = ¢ (A) N g5(4) = g1 (4) N g5(4).

The last equality holds because the preceding term is already regular open.
Applying Lemma 1.15 twice again, we get that this equals

91(A) N gy(A) = f/(A).

This completes the induction argument. Thus the identities involving A and V
transfer from those for the corresponding set operations.

For the identity axiom, note that if A is regular open, then AU = A = A,
and ANP = A.



For complements, we first check that if A is regular open, then —A is regular
open. It is open because if Uy N A = () and ¢ < p, then U, N A = 0. If -4 is
dense below p, then suppose to the contrary that p ¢ =A. Then U, N A # 0, so
there is ¢ < p in A. But by assumption, there is » < g such that U, N A =0, a
contradiction since A is open. For the complementation axiom, let A be regular
open and let p € P. For all ¢ < p, either U, N A =}, or there is r < ¢ in A, so
A U—A is dense below p and thus p € AU —A. Also, there is no p which is in
A and such that U, N A = 0.

To show completeness, we only need to check that every family of regular
open sets has a greatest lower bound. But this follows from the fact that the
intersection of such a family is regular open. Alternatively, suppose {A4; : i € I}
is a collection of regular open sets. Then J;.; A; is the smallest regular open
set containing | J;; A, so it is smallest regular open set containing each A;, and
thus it is the least upper bound.

Finally, we note that if PP is separative, then p — U, is a map into the
regular open subsets of P, with the property that p < ¢ iff U, C U,. Every
regular nonempty regular open set A contains some Uy, so the range of the map
is dense. O

To complete our goal for this section, we just need to do the following:

Exercise 1.17. Suppose P is a dense suborder of Q. Show that if G is P-generic
over V, then the upward closure of G is a Q-generic filter over V.. Show that if
G is Q-generic over V, then GNP is P-generic over V.

Exercise 1.18. Suppose A, B are complete Boolean algebras, D C A and E C B
are dense, and 7w : D — E is an order-isomorphism. Then w can be extended to
a Booelan isomorphism from A to B.

Exercise 1.19. Suppose B is a complete Boolean algebra and {b; :i € I} C B.
Let b = sup;c; bi. Show that a ANb =0 iff a Ab; =0 for allic 1.
1.3 Projections

Suppose P and Q are partial orders. A map 7 : Q — P is called a projection
when:

1. 7 is order-preserving.
2. 7'('(1@) = 1[p>.
3. Whenever p < 7(q), there is ¢’ < ¢ such that 7(¢’) < p.

Exercise 1.20. Suppose w: Q — P is a projection. Show that if D is dense in
Q, then w[D] is dense in P, and if D is open and dense in P, then 7~ 1[D] is
dense in Q.

A key example of a projection is the map from a product to one coordinate.
Let P,Q be partial orders. We define a partial order on P x Q by (p1,¢1) <



(o, qo) iff p1 < po and q; < gp. We have two projection maps, 7y : P x Q — P
and m : P x Q — Q, defined by mo(p,q) = p and m1(p,q) = q.

More generally, consider a family of partial orders indexed by a set, (P, :
x € X). An ideal over X is a collection I C P(X) closed under pairwise unions
and subsets. We can form the I-support product of the P,’s:

[[B:=1fec ] Pu:{x:flx)#1p, €I}}.

reX zeX

We put a partial order on Hi P, by putting f < g when f(z) < g(x) for all
x € X. Typical examples include taking I to be all finite subsets of X, or all
countable subsets of X, or simply all subsets of X. These are known respectively

as finite-support, countable-support, and full-support products.
Y CX,thenI |Y:={Ae€l:ACY}isanideal on Y. We have a

natural projection
I Iy
e H P, — H P,
zeX zeY

given by 7(f) = f [ Y. Note that for each such Y,

s IY IN(X\Y)
HmeXPz =J[P.x [] P.
€Y zeX\Y

Projections are a very general tool for doing iterations of forcing. If 7 : P —
Q is a projection and G is a filter over P, then we often write Q/G for 7—1[G].
Note that this is usually not separative.

Theorem 1.21. Suppose P,Q are partial orders in V and m : Q — P is a
projection.

1. If G is P-generic over V. and H is Q/G-generic over V[G], then H is
Q-generic over V, and G is the upward-closure of w[H].

2. If H is Q-generic over V and G is the upward-closure of w[H]|, then G is
P-generic over V, and H is Q/G-generic over V[G].

Proof. For (1), suppose G is P-generic over V and H is Q/G-generic over V[G].
Let D € V be a dense open subset of Q. Let D’ € V[G] be the set D N7~ 1[G].
We claim D’ is dense in Q/G. This suffices, since then H N D # 0. So let
q € Q/G and let D, = D N Ug, which is dense below g. 7[Dg] is dense below
7(q) so by genericity there is p € 7#[Dy] N G. p = w(¢’) for some ¢’ < ¢, and
¢ € D'. To show the last claim, note for any p € G, {q: 7(q) < p} is dense in
Q/G.

For (2), suppose H is Q-generic over V', and let G be the upward-closure of
7[H] in P. Let D € V be a dense open subset of P. Then 7~![D] is dense in
Q, so HN 7w Y[D] # 0, and G is P-generic over V. Now suppose D € V[G] is



a dense open subset of Q/G. Let D € V be a P-name such that D% = D. Let
po € G force that D is a dense open subset of Q/G, and let ¢ € H be such
that 7(qo) = po. We claim that the set E = {q < qo : 7(q) IF q € D} is dense
below qo. Let ¢ < go. Let p < 7(q) be such that for some d < ¢, p IF d € D.
Since p forces 7(d) € G, let p' < p,7(d). Let d’ < d be such that 7(d') < p'.
Then 7(d') I+ d’ € Q/G, and since D is forced to be open, 7(d’) I d’ € D. Thus
F is dense below qg, so let ¢ € EN H. Then ¢ € D N H, showing that H is
Q/G-generic over V[G]. O

Exercise 1.22. Suppose m : P x Q — P is the natural projection and G is
P-generic over V. Show that the separative quotient of (P x Q)/G is isomorphic
to the separative quotient of Q.

As a corollary of Theorem 1.21 and the above exercise, we have:
Corollary 1.23. For partial orders P,Q € V, the following are equivalent:

1. G x H is P x Q-generic over V.

2. G is P-generic over V, and H is Q-generic over V]G].

3. H is Q-generic over V, and G is P-generic over V[H].

1.4 Complete Embeddings and Forcing Equivalence

Suppose P, Q are complete Boolean algebras. A map e : P — Q is called an
embedding if is an injection that preserves the algebraic operations. It is called
a complete embedding if it preserves least upper bounds. P is called a complete
subalgebra of Q if it is a Boolean substructure and the identity map is a complete
embedding.

Exercise 1.24. Suppose e : P — Q is an embedding. Show that the following
are equivalent:

1. e is complete.

2. For all mazimal antichains A C P, e[A] is mazimal in Q.

3. For all ¢ € Q, there is p € P such that for all p' < p, e(p’) AN q# 0.
4. For all Q-generic H, e '[H| is P-generic.

Remark 1.25. Conditions (2)-(4) above also make sense for partial orders
generally. We sometimes speak of complete embeddings in this general context,
by which we mean one of these conditions.

Suppose P C Q are Boolean algebras and F' is a filter on P. Then the upward
closure of F' is a filter on Q. Let I be its dual ideal. We can form the quotient
Boolean algebra Q/I by putting ¢ ~ ¢’ iff the symmetric difference (¢ — ¢’) Vv
(¢'—q) € I, and defining the operations on equivalence classes as the equivalence
class of the operations applied to representatives. It is straightforward to check
that this is well-defined.



Lemma 1.26. Suppose P, Q are complete Boolean algebras in V ande : P — Q
is a complete embedding. If G C P is generic over V, then let Q/G denote the
quotient algebra of Q by the dual ideal to the upward closure of e[G]. Then Q/G
is complete in V[G].

Proof. Without loss of generality, P C Q and e is the identity map. Suppose
pl- S C Q/G. Let a =sup{gAllgls € S| : ¢ € Q}. Let G be generic with
p€G. 1t [glo € 5, then [||ldlg € s = [la s ldle = g A llldle € 5] and
thus [¢]¢ < [a]g. '

We want to show that [a]¢ is the least upper bound of S¢. Suppose [0]¢ <
[ble < [a]g. It suffices to find some g such that [b A g A [|[glg € S|la # [0la,
since such a ¢ must be in S¢. If such a ¢ does not exist, then let p’ < p force
this and also force that [0]¢ < [b A a]g. We must have that

P AbAgA||lglg € S| =0 forall g € Q.

For otherwise we could take a Q-generic H containing p' AbAgAl||[g]e € S|| for
some ¢, and then if G’ = H NP, we would have [b A g A||[glg € S|ller # [0
Taking the supremum in Q, we have p’ AbAa =0, and so p' I [bAa]s = (0],
a contradiction. O

Lemma 1.27. Suppose P,Q are complete Boolean algebras, and P is a complete
subalgebra of Q. Then the map m: Q — P given by:

m(q) =inf{p e P: ¢ < p}
is a projection. Furthermore, 7(q) = ||[¢]s > 0]].

Proof. Tt is clear that 7 preserves order and that w(1) = 1. Suppose p < 7(q)
is in P\ {0}. Then p A g > 0, since otherwise ¢ < —p, and then p < 7(q) < —p,
which is impossible. Thus 0 < p A ¢ < ¢, and w(p A q) < p.

This also shows that no p < m(g) can force [§]s = 0, so w(q) < |[[@]e > 0]/
Further, since ¢ < 7(q), -7(q) < —¢, so any nonzero p < - (q) forces []s =
0.

Lemma 1.28. Suppose P,Q are complete Boolean algebras in V', and P is a
complete subalgebra of Q.

1. If G is P-generic over V and H is Q/G-generic over V[G], then H :== {q :
[qlc € H} is Q-generic over V.

2. If H is Q-generic over V, then G = H NP is P-generic over V, and
H :={[ql¢ : ¢ € H} is Q/G-generic over V[G].

Proof. For (1), suppose G, H are as hypothesized, and let D € V be a dense
subset of Q. It suffices to show that D := {lglc : q € D} is dense in Q/G. If not,
let p € G and ¢ € Q be such that pIF [¢]s > 0A —3d € D([d] < [d]g). Then
pAq#0,s0let d € D be such that d < pAgq. Let H' be Q-generic over V with
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d € H. Then G' = H' NP is P-generic over V, p € G, and 0 < [d]er < [g]e, 2
contradiction.

For (2), let H be as hypothesized, and let G = HNP. Suppose D is a dense
open subset of Q/G in V[G]. Let D be a P-name such that D¢ = D. We may
assume that D is forced to be open and dense. Let 7 : Q — P be the projection
of Lemma 1.27. Let E = {g € Q: 7(q) IF [§]s € D}. We claim E is dense. Since
7(q) IF [¢]e > 0, there is some p < 7(q) and some ¢’ such that p IF [¢'] & < [q] &
and [¢'] € D. We must have p L (¢’ —q), so if ¢ = ¢’ Aq, then p I+ 4" € D
and pA¢’ > 0. Thus pAq¢”’ € E, and pAq” < q. Thus there is g € HNE, and
m(q) € G, so [¢]¢ € D. O

Lemma 1.29. Suppose P is a complete subalgebra of Q, and 7 : Q — P is the
projection of Lemma 1.27. Let G C P be generic. Then the m-based quotient
forcing 7 Y[G] is forcing-equivalent to the quotient boolean algebra Q/G.

Proof. Since 7(q) = ||[q] # 0||, 7 ![G] is exactly those elements whose equiv-
alence class is nonzero in Q/G. The separative quotient of 7=1[G] is simply
equal to Q/G \ {[0]}. For if qo,q1 € 7 1[G], and (g0 — q1) V (1 — qo) is in the
dual ideal to G, then for every gz € m~![G] such that ¢z < q1, g2 A go A q1 is
positive in Q/G. So being equivalent in the sense of the dual ideal to G implies
being equivalent in the separative quotient. If gy, q; are not equivalent modulo
G, then one of (g0 — q1), (g1 — qo) is positive, and this separates ¢ from ¢;. O

Theorem 1.30. Suppose P and Q are partial orders. B(Ps) = B(Qs) if and
only if the following holds. Letting G, H be the canonical names for the generic
filters for P, Q respectively, there is a P-name h and a Q-name g such that:

1. lkphisa Q-generic filter,
2. |Fg g is a P-generic filter,
3. Ikp G =g", and kg H = h9.

Proof. By Lemma 1.12 and Theorem 1.16, for any partial order R, we can easily
translate between R-names and B(R;)-names, so it suffices to assume P and Q
are complete Boolean algebras. For the forward direction, if + : P — Q is an
isomorphism, it works to set & to be the P-name for L[C], and ¢ to be the Q-name
for L_l[H ].

Suppose the names g,h satisfy the above hypotheses. Let e : P — Q be
defined by e(p) = ||p € §||. It is easy to see that e preserves meets. It also
preserves joins because for generic filters G, avVbe Giff a€ Gor b e G. It is
also immediate that it is order- and incompatibility-preserving.

Claim 1: e preserves maximal antichains. This is because if A C P is a
maximal antichain, then it is forced by Q that g N A # ), so it is forced that
e[A] N H # §. This cannot happen if there is ¢ > 0 such that ¢ L e[A].

Claim 2: e(p) > 0 for all p > 0. Suppose p > 0 is in P. Let G be P-generic
over V with p € G. Let h = h®, which is Q-generic over V. Let g = ¢". Then
p € G = g, so some condition in Q forces p € g.
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Claim 3: The range of e is dense. Suppose ¢ > 0is in Q. Let Hy be Q-generic
over V with ¢ € Hy. Let g = g'HU..By hypothesis, Hy = h9. Since g is generic,
there is p € g such that p IF ¢ € h. Let H be any other Q-generic filter with
e(p) € H. Then p € ¢ and q € h9 = H. By separativity, e(p) < q.

It follows from Claim 2 that e is injective. By Claim 1, e is a complete
embedding. Since its range is dense, if ¢ € Q, then ¢ = sup{e(p) : e(p) < ¢} =
e(sup{p : e(p) < ¢}), so e is surjective. O

Exercise 1.31. Suppose P,Q are partial orders. Show that the following are
equivalent:

1. There is a complete embedding e : B(Ps) — B(Qj).
2. There is a projection 7 : Qs — B(Ps).

8. There is a Q-name g for a P-generic filter such that for all p € P, there
is ¢ € Q such that glFp € g.

1.5 TIterations

Suppose P is a partial order and Q is a P-name for a partial order. We define
P % Q as the set of pairs (p,q) such that p e Pand 1 IFp ¢ € Q. But this is a bit
problematic because of the following example. Let 7 be a P-name and let « be
an ordinal. Suppose (p,0) € 7, and ¢ L p. Define:

o ={(r,z):r<pandrl-z€o}U{(qa)}.

Let 7/ = 7 U{(p,0’)}. Then 1IF 7" = 7. So there is typically a proper class of
P-names that are forced to be elements of some other P-name.

But whenever 7 € V is a P-name, G is P-generic over V, x € 7¢, then there
is (p,0) € 7 such that p € G and ¢¢ = 2. If (¢/)¢ = 0¥, there is ¢ € G such
that gIF 0/ = 0. Soif 1 IF o € 7, then we can select a maximal antichain A C P
of conditions ¢ such that for some o, € trcl(r), ¢ IF 04 = 0. We can fuse these
together by taking:

o ={(r,z): g€ A(r <qand r -z € o,}.

Then 1 I+ ¢/ = o, and rank(c’) < max{rank(P),rank(r)}. Thus we have a set
that functions as a complete collection of representatives of names for elements
of 7.

Thus officially, we can define P Q as the collection of (p, ¢) such that p € P,
qe Vmax{rank(P),rank(Q)}’ and 11- ¢ € Q. We say (p1,41) < (po, o) iff p1 < po
and p1 IF ¢1 < ¢o. It is easy to see that this order is transitive, but it may not be
antisymmetric: There will often be distinct names ¢, ¢; such that for some p,
plF Go = ¢1. So to turn this from a preorder into a partial order, we mod out by
the equivalence relation (p,go) ~ (p,qd1) when p Ik go = ¢1. So really officially,
we take P« Q to be the induced partial order on such equivalence classes. Note
that this equivalence is finer than the separativity equivalence.

12



Note that there is a natural projection 7 : P % QP given by 7(p, q) = p.
Note also that the map p — (p, 1) is a complete embedding of P into Px Q. We
have two notions of quotient forcing, one defined via projections, and the other
via complete embeddings. As we have seen, they yield equivalent notions of
forcing after forcing with P. We now show that these are equivalent to forcing
with the evaluation of Q.

Lemma 1.32. Suppose P is a poset, Q is a P-name for a poset, and G C P is
generic. Then (P*Q)/G and Q% have isomorphic separative quotients.

Proof. Let G C IP be generic. Let us take (IP’*Q)/G in the projection sense. First
note that (P*Q)/G =G x {¢: (1,4) € P*Q} and Q% = {¢“ : (1,4) € P*Q}.
For each P-name for an element ¢ of Q, the equivalence class of (1,¢) in the
separative quotient includes G x {¢}. For let p € G be arbitrary. For every
(p',4d") < (p,q), we have (p',¢") < (1,4¢), and for every (p',q") < (1,¢), there is
p” € G such that (p i) < (p, q).

Claim: For §§,¢¢ € QF, ¢¢ <, 4§ iff (1,d1) <, (1, o).

Given the claim, we define a map ¢ : Q¢ — ((P*Q)/G) by ¢([¢%]) = [(1, )],
where the square brackets indicate the equivalence class. The claim implies that
the map is well-defined on the equivalence classes, and order-preserving and
injective. By the argument in the first paragraph, it is surjective

Suppose ¢ < 5. Let p1 € G be such that p; IF ¢ <, go. Let (p2,d2) <
(1,41) be in (P % Q)/G. Let (ps,gs) be such that ps € G, ps < p1,p2, and
p3 Ik 43 < o, go. Thus (p2, ¢2) is compatible with (1, o), so (1 41) <s (1, go)-

Suppose ¢ %5 ¢5. Let (p,q ) be such that p € G and p IF ¢ < ¢1 and
g2 L do. Then (p,g2) < (1,41) and (p,ga) L (1,4o). Thus (1,d1) %5 (1,40). O

Corollary 1.33. Suppose P is a poset and Q is a P-name for a poset. Then
forcing with P« Q is the same as forcing with P and then with QF, where G
is the generic for P. Furthermore, if G C P is generic, then in V|G|, Q% is
forcing-equivalent to (P« Q)/G (in either sense).

FPxQis a two-step iteration and R is a P % Q-name for a partial order,
then we can form (P * Q) * R. This can also be written as P % (Q % R), via a
translation of names. Every P x Q-name 7 can be rewritten as a P-name for a
Q-name 7 and vice versa. This is defined inductively on rank. Given 7, we put

T = {(p7 <Q75—>) : ((pv q.)70) € T}'

(The angled brackets indicate that we take a name for the given ordered pair.)
A straightforward induction shows that whenever G x H is I’ x Q-generic, then
7@ H — (7Y and for any P+Q-names 71, .. ., 7, and any formula o(v1, ..., v,),

() I, 2T, ) & pIFE (4 wg[G] O(F1y ... 7).

This allows a translation of R and of names for its elements, in a way that
respects the ordering in the iterations.

We will revisit iterations and introduce those of transfinite length in later
chapters.
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2 Easton’s Theorem

Easton’s Theorem says that cardinal arithmetic on regular cardinals can be
whatever we want, subject to some basic constraints. Let us first describe those
constraints.

Proposition 2.1. If j1 is a cardinal and k < X\ are cardinals, then p" < p*.

Theorem 2.2 (Konig). Suppose (k; : i € I} and (X\; : i € I) are sequences of
cardinals such that k; < A; for alli. Then Y, k; < [[; Ai-

Proof. S be the disjoint union of the x; and let f: S — ], \; be a function. It
suffices to show that f is not surjective. For each ¢, there is a; < A; such that
for all 8 < k;, f(B)(i) # ;. Then the sequence («; : i € I) is not in f[S]. O

Corollary 2.3. For all cardinals X > 2 and all infinite cardinals k, cf(A") > k.

Proof. Let (k; : i < k) be such that each k; < A", and let A; = A" for each i.
By Kénig’s Theorem, > ., ki < [[;,. Ai = (A7) = A" O

Theorem 2.4 (Easton). Assume GCH. Let F be a function such that dom F'
1s contained in the regular cardinals, ran F' is contained in the cardinals, and

1. For kg < k1 indom F, F (ko) < F(k1).
2. For all k € dom F, cf(F(k)) > k.

Then there is a forcing extension preserving all regular cardinals, in which for
all k € dom F, 2" = F(k).

Exercise 2.5. Suppose that V. C W are transitive models of set theory and
k is a regqular cardinal in both models. Show that for all ordinals o € V, if

V = cf(a) = &, then W = cf(a) = k.

We will prove the above theorem assuming that F' is a set rather than
a proper class. If we start with a model containing an inaccessible cardinal
k, then any function F' as above with domain contained in k will preserve the
inaccessibility of k. In the extension, Vj; will be a model of ZFC plus any cardinal
arithmetic on the regular cardinals below x satisfying the above constraints.

However, we don’t need inaccessible cardinals to achieve the consistency of,
for example, ZFC + “For all regular x, 2% = x™.” This can be done assuming
just the consistency of ZFC, using a forcing that is a proper class. Class forcing
involves some technical issues that we do not plan to treat in this course. For a
definitive reference on class forcing, see the book by Prof. Sy Friedman.

Suppose k is a regular cardinal and A is an ordinal. We define a partial order
Add(k, \), which is otherwise known as “adding A Cohen subsets of k.” We take
the set of all partial functions on k X A into {0, 1} of size < k ordered by p < ¢q
if p O q. Easton’s Theorem is that if V satisfies GCH, then the desired model
is obtained by forcing with the “Easton-support” product of Add(k, F(k)) over
k € dom F.
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2.1 Some combinatorial forcing lemmas

A partial order is called k-closed if every descending sequence of length less than
% has a lower bound. A partial order is called k-distributive if the intersection
of fewer than x dense open sets is dense.

Lemma 2.6. If P is k-closed, then P is k-distributive.

Proof. Let u < k and let (D; : i < u) be a sequence of dense open subsets of P.
Let po € P be arbitrary. We will construct a descending sequence (p; : i < p)
such that p;41 € D;. Since the sets are open, p, € ﬂi<# D;. Given p;, let
pit+1 € D; be less than p;. Given the sequence (p; : i < a) up to a limit ordinal
a, use k-closure to find a lower bound p,,. O

Lemma 2.7. Suppose P is a separative partial order. P is r-distributive iff
forcing with P adds no new sequences of ordinals of length < k.

Proof. Suppose P is k-distributive. Let pu < x and let f be a P-name for a
function from g to ordinals. For each a < p, the set D, of p that decide f (o)
is dense open. If p € ﬂa<u D, then p decides all values of f.

Suppose i < k and P adds no new sequences of ordinals of length p. Let
(Do : o < p) be a sequence of dense open subsets of P. For each «, let
A, € D, be a maximal antichain. If G C P is generic, then for each « there
is a unique po € Ay N G. The sequence (p, : & < p) is in V. Let ¢ be such
that ¢ IF Yoo < (G N Ay = {Pa}). By separativity, ¢ < p, for all o < p, so
q € Na<yu Da by openness. O

A partial order P is said to have the k-chain-condition (k-c.c.) if all an-
tichains A C IP have cardinality < k.

Exercise 2.8. Show that P is k-c.c. iff B(P) has no chains of length k.

Lemma 2.9. Suppose k is a regular cardinal and P is k-c.c. Then P preserves
reqular cardinals > k.

Proof. Suppose A is a regular cardinal > k, and let f be a P-name for a function
from ¢ to A, where § < \. For each a@ < 4, let A, C P be a maximal antichain
of conditions deciding f(«). Each A, has size < k. For each «, let

Xo={8:3pec AulpF f(a) = H)}.

Then each X, is a subset of A of size < X\. Let X = |J,_ 5 Xa, which has
size < A. Since A is regular in V, there is § < A be such that X C 8. We
claim 1 IF ran f € X. For if not, then there is p € P and a < § such that
p - f(d) ¢ X. But there is a € A, such that p is compatible with a, and
al- f(&) € X, a contradiction. O

Lemma 2.10 (Easvton). Suppose P is k-c.c., Q is k-distributive, and lFg P is
k-c.c. Then lFp is Q is k-distributive.
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Proof. Let G x H be (P x Q)-generic over V. Let u < x and let f : up — Ord
be in V[G][H]. We must show that f € V[G]. Let 7 € V[H] be a P-name for
f. For each a < p, let A, C P be a maximal antichain such that each p € A,
decides 7(&) to be some ordinal 2. Since P is k-c.c. in V[H], each A, has size
< K. Let

= {(p, (6, B)) @ < and p € Ao},

Then 1 Il—]}: H] 2 = 7, Otherwise, there is some ¢ € P and some « < p such that
q Ik 7(&) # 7'(&), but ¢ is compatible with some p € A,, and by construction,
plF7/(a@) = B2 = 7(&). So we have that ()¢ = 7¢ = f. Now since every set
in V is coded by a set of ordinals, and since 7/ C V and |7'| < k, we have that
7' € V by the distributivity of Q. Thus (/)¢ = f € V|[G]. O

The next lemma shows a key situation in which the hypotheses of the pre-
vious lemma hold.

Lemma 2.11. If Q is k-closed and P is k-c.c., then |-g P is k-c.c.

Proof. If not, then some ¢y € Q forces that there is an antichain of size s
contained in P. Let A be a Q-name for such an antichain, let f be a name for
an injection from k to A. Recursively choose a descending sequence (g, : a < k)
starting with go as above, such that for each «, goy1 IF f(d) = Pa, for some
Pa € P. Then (p, : @ < k) is an antichain in P, since for « < f < &,
gs+1 IF pg L Do. But the ordering on P is determined in V, so p, L pg. This
contradicts the x-c.c. of P. O

Lemma 2.12. Suppose P is a k-c.c. partial order of size \. Let 1, be cardinals.

Then P forces that
viG 1%
1)< ()Y

Proof. Let f be a P-name for a function from & to . For each a < 4, let A,
be a maximal antichain of conditions deciding f (a). For each such A,, there
are u<" possibilities for the function g, : A, — u defined by g(p) = the value
A such that p I f(a) = 8. We construct a name 7 by putting:

7= J{®: (@, 90(p)) : p € Au}-

a<d

This is forced to be equal to f by similar arguments as before. Now to build
such a name directly, we would choose for each a < J, an antichain A, and a
function g, : Ay — p. There are at most A<% - u<* = (\- u)<" many choices for
each «, and so at most ((\ - ©)<*)® many choices for the whole sequence. [

2.2 Adding Cohen sets

Let & be a regular cardinal and let X be a set. We define Add(k, X) as the set
of partial functions from k x X to 2 of size < k, partially ordered by p < ¢ when

p2gq.
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Lemma 2.13. Let k be a regular cardinal and let X be a set.
1. Add(k, X) is k-closed.
2. Add(k, X) is (2<%)T-c.c.
3. Add(k, X) forces that 2% > | X]|.

Proof. (1) is easy. For (2), let (po : a < (2<%)*) C Add(x, X).

Case 1: D =, domp, is a set of size < 2<%, Since & is regular, (2<%)<" =
2<%, So there is a set Y C (2<%)7" of size (2<%)T and a set d € D<" such that
for all « € X, domp, = d. There are at most 2<% possibilities for p, | d, so
there is Y/ C Y of size (2<%)T and a single ¢ € Add(x, X) such that p, = ¢ for
all @ € Y'. So in particular, the p,’s do not form an antichain.

Case 2: D has size (2<%)". Enumerate D as (z; : i < (2<%)T). There is an
ordinal 7 < x and a set Y C (2<%)T of full size such that for all « € Y, the
ordertype of {i : x; € domp,} is . Let d,, = domp,, and let (dn (i) : i < n)
enumerate d, in increasing order.

Case 2a: For all i < n, sup{j < (2<%)" : do(i) = z;} < (2<")"}. Then by
the regularity of (2<%)%, | J,cy do has size < 2<%. This puts us back in Case 1.

Case 2b: There is ¢ < 7 such that sup{j < (2<%)" : do(i) = x;} = (2<%)*.
Let & be the least such . Then {d. (i) : i < £ and o € Y'} has size < 2<%. Thus
there is a set Y/ C Y of full size and a set d such that d, [ £ =d for all a € Y”.
Let Y C Y’ and ¢ € Add(k, X) be such that Y is of full size and p,, | d = ¢
for all € Y. Let a € Y be arbitrary. Let i, = sup{j : 3t < n(da(i) = x;}.
Let o/ > « be such that d,(€) has index greater than i,. Then p, Up, is a
common extension of py, pa’, S0 the collection was not an antichain. (Note that
we can continue this recursively to find a set of full size of pairwise-compatible
conditions.)

For (3), first note that if G C Add(k,X) is a generic filter, then |JG is a
function from x x X to 2. We claim that for x Zy in X, G | k x {z} # G |
k x {y}. For let p € Add(k,X) be arbitrary. Since |domp| < &, let v < &
be such that p is undefined at both (y,z) and (v,y). Let p’ < p be such that
p'(v,x) # p'(v,y). Thus densely often, conditions force the slices of G at x and
y to be distinct functions. O

Exercise 2.14. Use Lemma 2.12 to compute the exact value of 2% that is forced
by Add(x, X).

Thus under GCH, Add(k, X) is s-closed and kT -c.c., and thus preserves all
regular cardinals. This is not so if GCH fails just below «:

Proposition 2.15. For all reqular cardinals k and all nonempty X, Add(x, X)
forces 2<% = k. Thus if 2" > K for some p < K, then Add(k, X) collapses the
cardinal 2*.

Proof. Let x € X. If G C Add(k, X) is generic and o, 8 < k let fo5: 8 — 2
be the function defined by fo5(i) = G(a + i,z). In the generic extension,
there is a bijection between these functions and . Let p € Add(k,X) and
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f € 2<" be arbitrary. Let & < k be such that p(¢,z) is undefined for i > &.
Let p’ < p be such that p/'(§ +i,2) = f(i) for i € dom f. Then p’ forces that
f €{fa,p:a, B <k} Thus this collection is forced to include all of 2<%, O

2.3 Proof of Easton’s Theorem

We say a set of ordinals X is an Easton set if for all regular cardinals s, | X Nk| <
k. For a set of ordinals Z, we define the Faston ideal on Z as the set of all
Easton subsets of Z. We say an ideal is k-complete for a cardinal & if it is closed
under unions of size < k.

Lemma 2.16. Suppose Z is a set of ordinals, and k is a regular cardinal such
that k < min(Z). Then the Faston ideal on Z is k*-complete.

Proof. Fix a regular cardinals p > k. Let (X, : i < 0 < u) be Easton subsets of
Z. For each i, X; Ny is a set of size < 1, so the set pNJ; X; = J;(X; N p) has
size < [. 0

Let F be a function satisfying the hypotheses of Easton’s Theorem. Let
Z C dom F and let E be the Easton ideal on Z. Consider the partial order:

E

Py = ] Add(s, F(k)).
KEZ

Let IP denote Pyom(ry. For an ordinal a, let P, denote Pyom(r)na, and let P<,
Ps«, P>, denote the obvious analogous things.

Lemma 2.17. Suppose Z,F are as above and v < min(Z). Then Pz is k-
closed.

Proof. Suppose (p; : i < 6 < k) CPz. For each a € Z, there is a greatest lower
bound ps(«) for the sequence (p;(a) : 4 < § < k). Since the support of each p;
is Easton and F | Z is k-complete, the sequence (ps(a) : o € Z) is a member
of HaEeZ Add(a, F(a)) and a lower bound to the sequence (p; : i < ). O

Lemma 2.18. If k is a regular cardinal, then P<, has the k™ -c.c.

Proof. Any function from ordinals to functions on n-tuples of ordinals can be
coded as a function on (n + 1)-tuples of ordinals. Thus P<, can be regarded as
a collection of partial functions of size < x on 6> to 2 for some ordinal . More
specifically, if § = max{k,sup,«, F'(a)}, it is the set of partial functions p on
62 to 2 such that: -

1. {a:363y(e, B,y € domp)} is an Easton subset of (x + 1) Ndom F.
2. For all o, {B: Fy(e, 8,7 € dom p} is a bounded subset of a.

3. For all @ and B, {7 : (o, B,y € domp} is a subset of F(«a) of size < a.
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The ordering is p < ¢ when p O ¢. The family has the property that if p, ¢
agree on domp N domgq, then p U q is in the family. Thus there is an order
and antichain preserving embedding of P<,, into Add(k,#). The latter has the
(2<F)T = kT-c.c., so P<,; does also. O

Lemma 2.19. P preserves reqular cardinals.

Proof. Suppose k is a regular cardinal in V. Suppose to the contrary that there
is some condition p and an ordinal § <  such that p IF cf(k) = §. Since ¢ is a
cofinality, it must be regular in V. Write IP as P<s x P+, and let pp,p; be the
projections of p to the respective factors. Let G; be Pss-generic over V with
p1 € Gy. Since P is §t-closed, V[G1] |= cf(k) > 4. Since P<; is §T-c.c. in
V[G4], forcing with it over V[G1] preserves that cf(x) > ¢. Taking Gy C P<s
generic over V[G1] with pg € Gy, we get a contradiction to what we assumed p
forces. O

Lemma 2.20. For each x € dom F, P forces that 2" = F(x).

Proof. If k € dom F, then since P projects onto Add(k, F(k)), P forces that
there is an injection from F (k) to 2%. P<, is kT-c.c. and P, is k¥ -closed. By
Easton’s Lemma, P, adds no subsets of x, even after forcing with P<,. So it
suffices to show that the inequality 2" < F'(k) is forced by P<.

Note that |P<,| = F(k)<" = F(k), by GCH and the fact that cf(F(k)) > k.
Let G C P<,; be generic. By Lemma 2.12,

@919 < ((F(0)- 2= )) = (F(0))Y = F(w).
U

This concludes the proof of Easton’s Theorem.

What happens to the powers of cardinals not in dom F'? Suppose & is such a
cardinal. If k is regular, then we can extend F' to F’ by setting F'(k) to be the
least possible value that yields a function satisfying the hypotheses of Easton’s
Theorem. Let 0 = max{x',sup,., F(a)}. If cf(f) < &, then F'(k) = 6%.
Otherwise, cf(0) > x and F'(k) = 6. If P’ is the Easton forcing defined via F’,
then if G’ is P’-generic over V, V[G'] has the same cardinals as V' and satisfies
2% = F'(k). P’ canonically projects to P, yielding P-generic G. In V[G], we
must have 2 < F’(x). By the monotonicity of the power function and Konig’s
Theorem, this is the smallest possible value, so V|G| = 2" = F(k).

What if  is singular? If dom F' is bounded below x, then we may compute
as before. For some u < &, P, has the u*-c.c., so if G is P..-generic, then

@)V < (Pen)™ = [Pcn]” < (sup F(e)" < ((25)m)VIl = (2m)V1el.

In the above inequalities, we mean to compute the unrelativized terms in V.
By Easton’s Lemma, P~ adds no subsets of « after forcing with P_.

If dom F is unbounded below &, then P, does not have the x™-c.c., so the
name-counting argument alone doesn’t give enough information. We need the
following:
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Lemma 2.21. For all infinite cardinals k, 25 = (2<%)f(x),

Proof. Let (k; : i < cf(k)) be an increasing sequence with limit .

ok 221:"@11 — HQM < H2<)€ — (2<K,)Cf(.‘£) < (ZH)Cf(H) — 9K
7 [

O

We split P as Pccpn) X Pscgn). Let 0 = sup,, F(a). We know that
P forces 2<% = §. So it suffices to compute the value forced for §<1(%). By
Easton’s Lemma, it suffices to compute the value forced by P<cpr). If G is
P<ct(x)-generic, then

(ecf(n))V[G] < ((9 . |]P)§Cf(f<,)|)Cf(N))Cf(N) _ gcf(n).

The latter two terms are computed in V. There are two cases. In the first case,
F(a) is not eventually constant below , so cf(f) = cf(x). Then °f(*) = g+, In
the second case, 6 is the eventual value of F'(«), and by the requirements on F,
cf(0) > k. So in this case, §°(%) = 4.

The point is that if F' is such that k is forced to be a singular strong limit,
then it is forced that 2% = k. Producing a model where this fails requires large
cardinals beyond measurable.

3 Large cardinals

3.1 Normal ideals

Suppose Z C P(X). For collections of subsets of Z indexed by X, (4, : = € X),
we define the following operations. The diagonal intersection:

NpexAy ={z€Z Ve ez(ze€ A,)}
The diagonal union:
VieexAy ={z€Z:3x € z2(z€ As)}

An ideal I on Z is called normal when it is closed under diagonal unions, or
equivalently, when its dual filter I* is closed under diagonal intersections. We
say aset A C Z is [-measure-zero when A € I, [-measure-one when A € I*, and
I-positive when A ¢ I. I-positive is equivalent to having nonempty intersection
with each I-measure-one set.

Suppose Z C P(X), n < w, and |X| > n. Let (Az : & € X™) C P(Z). We
define the diagonal intersection and union of sets indexed by n-tuples:

Afeanf = {Z VT e Zn(Z S Aj‘)}

vieanf = {Z :dr e Zn(Z S Ai‘)}
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Lemma 3.1 (Fodor). Suppose X is an infinite set, Z C P(X), and I is an
ideal on Z. The following are equivalent:

1. I is normal.
2. For each n < w, I is closed under diagonal unions indexed by n-tuples.

8. For each n < w, each I-positive A C Z, and each function f: A — X"
such that f(z) € 2™ for all z € A, there is an I-positive B C A on which
f is constant.

Proof. Suppose I is normal. We prove (2) by induction on n. For n = 1, it is
true by definition. Suppose it is true for n. Let (Az: x € X"*1) C I. For each
r € X, let By = VjexnA)~5 By the induction hypothesis, each B, is in I.
Let C = V,exB,. Then C € I. Note that

C={z:3xe€z2(2€B;)} ={z:Trez(Iye (2 € Ay—y))}
={z:3 € 2" (2 € Ay)} = Vyexnn 4y

Now suppose [ is closed under diagonal intersection by n-tuples. Suppose
A is I-positive and f: A — X™ is such that f(z) € z™ for each z € A. Assume
towards a contradiction that there is no I-positive set on which f is constant.
Then for each ¥ € X™, f~1[{Z}] € I, and so Vzex~ f[{#}] € I. But

Viex» [T {#}] = {2: 37 € 2"(f(2) = D)} = 4,

which is a contradiction.

Suppose that (3) holds for n = 1. Suppose (A, : z € X) CI. f VA, ¢ I,
then it is I-positive. Let f : VA, — X be such that for each z € VA,,
f(z) € 2. € Ay(.y. Let B C VA, be I-positive on which f is constant with value
xo. Then B C A,,, which is impossible since B ¢ I. O

The functions in clause (3) of Fodor’s Lemma are called regressive.

An important example of a normal ideal is the nonstationary ideal, whose
dual filter is called the club filter. A set C C Z C P(X) is called a closed
unbounded subset of Z, or a “club” subset of Z, when there is some function
f: X<“ — X such that C = {2z : f[z<“] C 2}, the set of z that are closed under
f. We sometimes denote this set by C'¢. The club filter on Z is the collection
of all supersets of clubs. A set is called stationary when it has nonempty inter-
section with every club. The dual ideal to the club filter is the collection of all
nonstationary sets.

Anideal I on Z C P(X) is called fine ifforallz € X, & :={z: 2 € z} € I*.

Lemma 3.2. For any Z C P(X), the nonstationary ideal on Z is normal and

fine.

Proof. For fineness, let zg € X, and let f: Z — X be constant with value zg.
Then Cy = Zo.
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For normality, let (4, : © € X) be a sequence of sets in the club filter, and
for each x € X, let f, : X< — X be such that A O C},. Fix some z¢ € X.
Define f : X< — X by f(¥) = xo for ¥ of length 1, and f({vo, v1,-..,v,)) =
Joo({v1, ..., vp)) for ¥ of longer length. If z is closed under f, then for all z € z,
z is closed under f,. Thus Cy C VA,. O

Lemma 3.3. Normal fine ideals are countably complete.

Proof. Let I be a normal fine ideal on Z C P(X). First consider the case that
X is finite. Then Z and P(Z) are finite, so we can take the union of all members
of I to find a maximal element. Thus I is k-complete for all &.

Suppose X is infinite, and let (z; : i < w) enumerate distinct elements of
X. First we claim that the set of z € Z such that {z; : i < w} C zis I-
measure-one. Suppose towards a contradiction that this fails, so that the set
B ={z:{z; :i < w} ¢ z}is I-positive. Let C' = &y N B, which is also
I-positive. For each z € B, there is a largest n such that {zg,...,z,} C 2. Call
this n,. Let f : B — X be such that f(z) = x,_. f is regressive on an I-positive
set, so there is an I-positive C' C B and an m < w such that f(z) = x,, for all
z € C. This implies that for all z € C, xy41 ¢ 2. But &,,41 N C is I-positive,
a contradiction.

Now let (A; : i < w) C I. Suppose towards a contradiction that B =
Uicw Ai ¢ I. Let C = {z € B: {x; :i <w} C 2z}, which is also I-positive. For
z € C, let f(z) = x,, where n is such that z € A,,. Then f has a constant value
Ty, on an I-positive set D C C. Then D C A,,, a contradiction. O

Question. Is it possible to have an ideal which is normal but not countably
complete?

Corollary 3.4. Suppose I is a normal fine ideal on Z C P(X). Then I is
closed under diagonal unions indexed by all finite subsets of X. Furthermore, if
A is I-positive and [ : A — X <% is such that f(z) € z<¥ for all z € A, then
there is an I-positive B C A such that f is constant on B.

Proof. Suppose (Az : £ € X<¥) C I. For each n < w, let B, = VzexnAz.
Then each B,, is in I. By countable completness, | J B, €1, and B, =
{Z :d7 € Z<W(Z € Ai‘)} = erx<uAf.

Now suppose A is I-positive and f : A — X <% is regressive. By countable
completeness, there is some n < w and some I-positive B C A such that f(z) €
z" for all z € B. By Fodor’s Lemma, there is some I-positive C' C B such that
f is constant on C. O

n<w

Theorem 3.5. For any Z C P(X), the nonstationary ideal on Z is the smallest
normal fine ideal.

Proof. Let I be a normal fine ideal on Z C P(X). Suppose towards a contra-
diction that there is some nonstationary set that is not in I. Then there is some
f: X<¥ — X and an I-positive A C Z such that all z € A are not closed under
f. For z € A, let g(z) € 2<% be such that f(g(z)) ¢ z. By the above corollary,
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there is an I-positive C' C B and a ¥ € X <% such that g(z) = ¥ for all z € C.
Thus for all z € C, f(¥) ¢ z. This contradicts fineness. O

If T is an ideal on a set Z, then P(Z)/I is a Boolean algebra under the
ordinary set operations, modulo I. If [ is normal, then the algebra enjoys some
degree of completeness:

Lemma 3.6. Suppose I is a normal fine ideal on Z C P(X). If (A, : 2 € X)
is a sequence of subsets of Z, then [VA,|r is the least upper bound to the set
{[Az]r : € X} in the Boolean algebra P(Z)/1I.

Proof. Note that for any x € X, A, =7 A, N%. z € A, Nz iff x € z € A, which
implies z € V,A,. Thus A, =1 A, Nz C V,A,, so [V,Ay]r is an upper bound
to the collection in P(Z)/I.

To show it is the least upper bound, suppose B C VA, is I-positive. Then
for each z € B, there is x € z such that z € A,. Let f: B — X be a regressive
function that chooses such witnesses. Let C C B be I-positive on which f is
constant with value xy. Then C' is an I-positive subset of A,,. Therefore, every
element less than [V, A;]r is compatible with some [A,];. This means there
cannot be a strictly smaller upper bound [D]; to the collection, since in that
case, [VA, \ D]r would be a positive element less than [VA,]; and incompatible
with all [4,];. O

Corollary 3.7. If I is a normal fine ideal on Z C P(X), and P(Z)/I has the
| X|T-c.c., then P(Z)/I is a complete Boolean algebra.

3.2 Measurable cardinals

Definition. A cardinal k > w is measurable when there is an ultrafilter U over
k such that U is nonprincipal (no singleton is in U ) and k-complete (U is closed
under <k-sized intersections).

We will assume all ultrafilters considered below to be nonprincipal.

Exercise 3.8. Show that there exists a measurable cardinal iff there exists an
w1 -complete ultrafilter over some set.

Lemma 3.9. Measurable cardinals are reqular.

Proof. Let U be a k-complete nonprincipal ultrafilter on x. Suppose § < &
and (o; : i < ¢) C k. Since U is k-complete and nonprincipal, for each i < 0,
A ={B<Kk:B>a;} €U. J;,.5Ai €U, and thus there is some a < k such
that o > «; for all 7 < 4. O

Lemma 3.10. Measurable cardinals are strongly inaccessible.

Proof. Suppose otherwise. Let § < k and let (f, : @ < k) be pairwise distinct
functions from ¢ to 2. For each a < J, there is i, < 2 such that

Ay ={B<k: fgla) =i} €U.
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Let A = (,.5sAa. Let By < 1 be in A. Then for each a < 6, fg,(a) =

a<d o
f8,(a) =iq. Thus fa, = f3,, a contradiction. O

Suppose k is measurable with witnessing measure &. Then we can form
the ultrapower of the universe, V*/U. Since U is countably complete, there
cannot be a descending chain in the membership relation of V" /U. For suppose
otherwise, and let (f, : n < w) be functions on x such that for each n, A,, :=
{a: fuy1(a) € fu(e)} € U. Then there is o € ), ., An, and we have that
fola) 3 fi(a) 3 -+ > fo(a) > .... This contradicts that membership is well-
founded in V.

By Mostowski’s collapsing lemma, V* /U is isomorphic to a transitive class
M. Let w: V*/U — M be the transitive collapse map. For each z € V, let
¢, be the constant function on x with value x. Then there is an elementary
embedding j : V — M given by:

j(@) = m([calu)-

Lemma 3.11. Suppose j : V. — M is derived from a k-complete ultrafilter on
k. Then the least ordinal moved by j, called the critical point, is k.

Proof. First note that for each @ < &, the identity function on x dominates
¢o modulo Y. Thus the ordertype of the set of ordinals below j(k) is at least
k+1, so j(k) > k. Now suppose inductively that for some § < k, j(a) = « for
each o < . Suppose [flu < [cglu. Then f(v) < S for all v in a set X € U.
By k-completeness, there is some «g such that {y € X : f(y) = ap} € U, so
[flu = lcaglu- Thus the ordertype of the set of ordinals below j(8) is S, so

i(B) =p. O
Theorem 3.12. The following are equivalent:

1. K is measurable.

2. There is an elementary embedding j : V — M, definable from parameters
with M a transitive class, having critical point k.

3. There is a transitive set N and an elementary embedding j : Vioy1 — N
with critical point K.

Proof. (1) = (2) is via the ultrapower construction, and clearly (2) = (3). To
show (3) = (1), assume we have such a map j. Let U = {X C k: k € j(X)}.
By the elementarity of j, U is a filter. If a < &, then x ¢ j({a}) = {a}, so
it is nonprincipal. To show k-completeness, suppose § < k and (X, : a <
0) C U. This sequence can be coded into a single subset of k, so that it
makes sense to talk about it in Viy1. j((Xo @ @ < 0)) = (§(Xa) : a < 9),
and M = K € (\,c57(Xa). By elementarity, j((,c5 Xa) = Nacsd(Xa), s0
Nacs Xa €U. O

Lemma 3.13. Suppose j : V — M is derived from a k-complete ultrafilter on
k. Let m: V* /U be the transitive collapse map. Then for all functions f with

domain x, 7([flu) = 5(f)(([idle).
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Proof. Let ¢y be the constant function with value f on x. Then for all o < &,

cr(@)(id(e)) = f(a). Thus V*/U |= [¢f]([id]) = [f]. L

Theorem 3.14. Suppose j : V — M is derived from a k-complete ultrafilter on
k. Then M"® C M.

Proof. Let (xo : o < k) C M. Let m : V¥ /U be the transitive collapse map.
For each «, let f, be a function such that 7([fa]) = 2. Let (f, : @ < j(k)) =
J({fa : @ < K)). In M, we can compute (j(fs) : @ < k) by simply taking the
restricted sequence (f/ : @ < k). Finally note that:

((fa)(r([id])) s o < ) = (7([fa]) : @ < K) = (2o : @ < R).

The leftmost operation can be carried out in M since M has the objects 7([id])
and (j(fa) 1 @ < K). O

Proposition 3.15. Suppose j : V — M is derived from a k-complete ultrafilter
on k. Then M*" ¢ M.

Proof. We show that j[x*] ¢ M. Suppose otherwise. Then j[x"] is represented
by a function f on k. We may assume that for all & < &, f(«) is a subset of
kT. Let S ={a:|f(a)] <k} and B={a:|f(a)] > k}.

Suppose first that S € U. Let v < k™ be such that v ¢ (J,cg f(a). Then
[cyJu & [flu. But this contradicts that j(y) € j[x™] = [flu. So we must have
B € U. However, we inductively build a one-to-one function g : & — (J,cp f()
such that for all « € B, g(a) € f(a). We just use the fact that each f(a) is
large and we need to choose a small number of points. We have that [g]ys € [f]u-
But [g]y is not equal to any j(«) because g is not constant on a large set. [

Lemma 3.16. Suppose U is a normal k-complete ultrafilter on k. Then Kk is
represented in the ultrapower by the identity function.

Proof. If [flu < [id]y, then f(a) < a on a set X € U. By normality, it is
constant on some Y € U. Thus the ordertype of the set of ordinals below [id] is
K. O

Lemma 3.17. Suppose U is derived from an elementary embedding j : V — M.
Then U is normal.

Proof. By assumption, Y = {X C k : k € j(X)}. If f is regressive on a set
X € U, then there is some a <  such that j(f)(k) = a. Thus {8: f(8) = a} €
U. O

The following shows that many large cardinal properties weaker than mea-
surability, such as strong inaccessibility, Mahloness, weak compactness, etc.,
reflect below a measurable.

Theorem 3.18. Suppose k is measurable, p(x,y) is a formula in the language
of set theory, and a € V. If Vo1 |E @(k,a), then there is 6 < k with a € Vj
such that Vi1 | (4, a).
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Proof. Let U be a normal ultrafilter on k. Let j : V — M be derived from U.
Then VM, = Vi1, s0 M = “Viyr | ¢(k,a).” Since k = [id)y and j(a) = a,
there is a set X € U such that for all 6 € X, V511 = (6, a). O

Proposition 3.19. Suppose k is measurable and 2¢ = o for all « < k. Then
28 = kT,

Proof. Let j : V.— M be an elementary embedding derived from a normal
ultrafilter on x. By elementarity, M | “Va < j(k)(2* = at). Thus M |
2% = gt. Because M* C k, the bijection in M witnessing this statement is a
bijection between P(k)" and (kT)V. So V | 2% = kt. O

Lemma 3.20. If j : V. — M 1is derived from a k-complete ultrafilter on k, then
27 < j(k) < (2%)7F.

Proof. Since P(k) C M and M thinks j(x) is inaccessible, (2%)V < (2F)M <
j(k). Further, there are at most " ordinals below j(k), since every such ordinal

is represented by the equivalence class of a function f : K — k. Thus j(k) <
(2%) . O

Exercise 3.21. Show that if U is a normal ultrafilter on k, j : V. — M is the
embedding derived from U, and U’ is the ultrafilter derived from j, thenU' =U.

Exercise 3.22. Show that if U is a normal ultrafilter on k, j : V — M is the
embedding derived from U, then U ¢ M.

3.3 Measurability and GCH: Kunen-Paris Theorem

Lemma 3.23 (Silver). Suppose M |= ZFC and j : M — N is an elementary
embedding. Suppose P € M is a partial order. If there are filters G C P and
H C j(P) such that G is generic over M, H is generic over N, and j|G] C H,
then j can be extended to an elementary embedding j - M|G] — N[H].

Proof. Suppose M[G] = o(7F,...,7¢), where 74, ..., 7, are P-names from M.
Then there is p € G such that p IF} ¢(r,...,7,). By the elementarity of
J, j(p) ”_;\éﬂ") o(j(r1),...,73(mm)). Since j(p) € H and H is generic over N,
N[H] E (p(j(Tl)H,.A..,j(Tn)H). Thus if we define j(7¢) = j(r) for all P-

names 7 € M, then j is an elementary embedding from M[G] to N[H]. O

Remark 3.24. A kind of converse to the above theorem holds. If G is P-generic
over M, then j can be extended to j : M[G] — N', where N is a transitive
subclass of N, iff we can find H C j(IP) generic over N with N' = N[H] and
jlG) C H.

Theorem 3.25 (Levy-Solovay). Suppose k is measurable and P € V, is a partial
order. Then k is measurable after forcing with P.

Proof. Let j: V — M witness that x is measurable. Let G C P be generic over
V. Since j(P) =P and M CV, G = j[G] is j(P)-generic over M. Thus j can be
definably extended to jV[G] — M|[G], and thus & is measurable in V[G]. O
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Remark 3.26. The above argument applies to many other types of large cardi-
nals besides measurable.

Lemma 3.27. Suppose M is a transitive model of ZFC™, k is a regular cardinal
in M, and P € M is a partial order that M thinks is k-closed. Suppose that
inV, M<® C M and P(P)M < k. Then in V, there is a filter G C P that is
generic over M.

Proof. In V, enumerate the dense subsets of P that live in M as (D, : a < k).
Build a descending sequence (p, : o < k) such that for all @ < Kk, pat1 € D
The construction continues at limit stages A < k because (p, : o < A\) € M,
and M thinks that there is a lower bound to the sequence. Let G = {¢: Ja <
k(¢ > pa)}. Then G is P-generic over M. O

Theorem 3.28 (Kunen-Paris). Assume GCH. Suppose k is measurable and U
is a k-complete normal ultrafilter on k. Let X € P(k) \U be a set of reqular
cardinals. Let I : X — Kk be a function satisfying the hypotheses of Easton’s
Theorem. Then there is a generic extension in which k is measurable and 2% =
F(a) foralla € X.

Proof. Let P be the Easton forcing defined according to F,

E
P= ] Add(e, F(a)).
aceX
Note that
E
iP)=Px J] Add(a,F(a):=PxQ.
a€j(X)\r

For each p € P, sprt(j(p)) = sprt(p), so in the above representation of j(PP),
i(p) = (p, 1g)-

Since £ ¢ j(X), Q is kT-closed in M. By Lemma 3.20 and GCH, |j(x)| =
|7(P)| = k*. By Lemma 3.27, there is a filter H C Q which is generic over M.

Let G C P be generic over V. Then G is generic over M[H] CV, so G x H
is j(P)-generic over M. Since j[G] = G x {1g}, the embedding can be extended
to j : V[G] = MG x H]. Thus & is measurable in V[G]. By Easton’s Theorem,
VIG] EVa € X(2% = F(a)). O

Exercise 3.29. Prove using similar techniques that if k is measurable, then
there is a forcing extension in which k is measurable and GCH holds.
3.4 [-support iterations

Suppose 6 is an ordinal, £ < 6, and I is an ideal on 6\ £ containing all singletons.
We say that a partial order P is an I-support iteration if there is a sequence
(Po,Qp : £ <a<6,6 <P <0) such that:
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1. For £ < a < 0, P, is a collection of functions on « \ £ with some partial
order <,, and Py = PP.

2. For £ < a <0, Q, is a Py-name for a partial order, and Poy1 =Py Qua,
via the canonical map p — (p | a,p(«)). The ordering <,; is defined
via this isomorphism and the two-step iteration ordering.

3. For limit A < 60, p € P, iff for all a € [5,)\), p(a) is a Py-name for an
element of Q, and {a € [§,)) : p(a) # 1g,} € I. We put ¢ <\ p when
gla<splaforal aelgN).

Note that the map p — p [ a is a projection from Py to P, for £ < a < 6,
since if p € Py, g € Py, and ¢ < p [ «, the ¢Up | (6 \ «) is an element of Py
below p.

Lemma 3.30. Suppose k is a regular cardinal, I is a k-complete ideal on 0,
(Po,Qp : a < 0,8 < 0) is an I-support iteration, and for each o, o Qg is
k-(directed-)closed. Then Py is k-(directed-)closed.

Proof. Let § < x and let (po : @ < 0) be descending (or directed) in Py. Let
X = Uy<s5prt(pa) € I. We construct a lower bound ¢ to the p,’s inductively.
Since Qq is k-closed, there is a lower bound ¢(0) to (p4(0) : a < &). Suppose
inductively that we have ¢ | « for all &« < 8 < 0, and that sprt(q | o) C X for all
a < B. If Bisalimit, thenlet ¢ [ = Ua<5q I @. Then sprt(q [ 8) C X, and so
q | B € Pg, and it is a lower bound to all p, [ /3, simply because ¢ [ ¥ < p, [ 7
fory < fand a < 4. If B =a+1, then g [ alF (py(a) : v < J) is a descending
(or directed) sequence in Qn. If o ¢ X, let (o) = 1, so that we maintain the
hypothesis that sprt(¢ [ 8) € X. Otherwise, let g(«) be a name for a lower
bound to (p,(a) : vy < 6). O

Lemma 3.31. Suppose I is an ideal on 6, <Pa,(@/3 ca<6,8<0)is an I-
support iteration, and & < 0. Let J be a Pe-name for the ideal generated by
IT(0\&) by closing under subsets. Then there is a P¢-name for a J—suppom‘
iteration <RQ,S/3 €< a<60,6 <P <) and a dense embedding from Py to
Pf * Rg.

Proof. As we learned in Section 1.5, forcing with P¢ and then with Qg is equiv-
alent to forcing with P¢; . Further, we have a translation T¢4q of P¢yi-names
into P¢-names for Q¢-names, yielding that Peyo 22 Pe # (Qg * Tey1(Qer1)). For
notational purposes, let T¢ be the identity function, as no translation is required
at that point. We want to propagate this situation inductively.

Suppose that 77 < 6 and we have a P¢-name for a J-support iteration (R, Sg :
¢ < a<né < B <n) along with translation functions (T, : & < a < 7).
Suppose inductively that:

1. For £ < a < n, T, translates P,-names into P¢ * Ra—names. In particular,

for every o which is a P¢-name for an Ra—name7 there is a P,-name 7 such
that H_IPg (”_]Ra o= Ta(T)).
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2. For each ¢ < 0, the map p — (p [ & (Ta(p(a)) : &£ < a < ()) is a dense
embedding from P, to P¢ * R¢. Abbreviate this map by p — (p¢, pu)-

3. Foré <a<nand p €Pq, plkp(r,...,m) iff
2 I+ (pu I+ @(Ta(Tl)a s ,Ta(Tn)))-

Suppose first that n = {4+ 1. Then by induction, P, = P¢ * QC = (P x RC) * QO
via the map as in induction hypothesis (2). The translation function 7¢ and the
fact that hypothesis (3) holds for it is given by induction. Extend the map to
P, by defining S¢; = T¢(Q¢) and sending p — (p [ &, (Ta(p(a)) : £ < a <()). By
(3), this map is an order-isomorphism into its range. It is a dense embedding
because for every 7 which is a P¢-name for a ]Rg—name for an element SC, there
is a P¢-name o such that T¢ (o) is forced to be equal to 7.

To carry forward the induction hypotheses, let 7}, be the canonical transla-
tion function of P, = (P *RC) *Qc—names into P¢-names for RC *Sg = Rn—names.
Hypothesis (3) holds at o = 7 because for every generic G C P, with p € G,
the dense embedding yields a generic Gy * G, C P¢ *R,, containing (pg, p,) such
that V[G] = V[G(][G.), and for every P,-name 7, 7€ = (T,,(1)%*)%=.

Now suppose 7 is a limit ordinal. Let Rn be a P¢-name for the J-support
iteration of the previous stages. Let p € P¢ and let 7 be a P¢-name for an
element of Rn. Let p’ < pand X € I be such that p’ IF¢ sprt(ir) C X. For each
a € X, let g(a) be a P,-name such that T,,(¢(«)) is forced to be equal to 7(«).
Defining ¢ to be trivial outside X, we have that ¢ € P, and for {§ < a < 7,
IFe (IFo gu(e) = 7(a)). Thus p’ ~¢ maps below (p,r), so the embedding is
dense. The desired translation function 7;, exists by the fact that P, is densely
embedded into Pg * Rn. Hypothesis (3) continues to hold for the same reasons
as in the successor case. U

Lemma 3.32. Suppose k is a reqular cardinal, P is a k-c.c. forcing, and I is a
k-complete ideal. Let G C P be generic, and let J be the ideal generated by I in
VIG]. Then J is k-complete in V[G].

Proof. Let § <  and let (XS : o < &) C J. In V, for each a < §, choose a
maximal antichain A, C P¢ such that for each p € A,, there is Y? € I such

that p IF X, C YP. For each o, let Zo = Upey, Yoo Then Z, € I. Let

Z=UycsZa €I Then 11+ Z 2, s Xa. O

Corollary 3.33. Suppose k is a reqular cardinal, I is an ideal on 0, (PQ,Q[; :
a < 0,8 <0) is an I-support iteration, and & < 0 is such that:

1. P¢ is k-c.c.
2. I1(0\¢§) is k-complete.
3. For a>¢, ko Qq is k-(directed-)closed.
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Then it is forced that the quotient Py/P¢ is equivalent to a k-(directed-)closed
poset.

Proof. Let J be a name for the ideal generated in VF¢ by I. Let (ngg 6 <
a <0, < B <0) be the Pe-name for the J-support quotient iteration given by
Lemma 3.31. By the x-c.c. and Lemma 3.32, J is forced to be k-complete.
Now look at the proof of Lemma 3.31. By inductive hypothesis (3), each S
is forced to be k-(directed-)closed for £ < a < #. Thus by Lemma 3.30, Ry is
forced to be k-(directed-)closed. O

3.5 Supercompact cardinals

A cardinal k is A-supercompact if there is a definable elementary embedding
j:V — M, where M is a transitive, A-closed class, such that crit(j) = x and
j(k) > A. We say k is supercompact if it is A-supercompact for all A > k.

Theorem 3.34. The following are equivalent:
1. K is A-supercompact.

2. There is a normal, fine, k-complete ultrafilter on
PN :={z CX:|z| < K}

Proof. Suppose j : V — M witnesses that x is A-supercompact. Then j[A] € M.
Let U be the collection of A C P, (A) such that j[A] € j(A). Since A < j(k),
we have that P,(\) € U. For all z € P, (N), j[z] = z, which has size < A\, so
{z} ¢ U. Thus U is a nonprincipal ultrafilter.

U is k-complete for the same reason as when we derive an ultrafilter on s
from j. U is fine because for any a < A, j({z: a € z}) = {2z : j(a) € z} 2 [\
For normality, if A € U and f: A — X is regressive, then j(f)(j[A] = j(«) for
some particular @ < A. Thus {z : f(z) = a} € U.

Now suppose U is a normal, fine, x-complete ultrafilter on P, (A). The
ultrapower V7= /if is well-founded since U is countably complete, so it is
isomorophic to a transitive class M. Let j : V. — M be the derived map. The
critical point of j is at least k by x-completeness, just as in the measurable case.
Now by Lo$§” Theorem |[id]| < j(k), and by fineness, j(a) € [id] for all o < A.
Thus [id] is a set of ordinals containing j[A], which M thinks is of size < j(k),
so k = crit(j) and A < j(k). If [f] € [id], then {z : f(z) € z} € U, and thus
by normality, f is constant on a set in U, so [f] = j(«) for some a < A. Thus
id) = [

To show M is A-closed, let (z, : @ < A\) C M, and for each «, let f, be
a function of P, () such that x4 = [fa] = j(fa)([id]). Let (9o : @ < j(A)) =
J({fo : < A). In M, take (go([id]) : & € j[\]), which is a reindexed version of
(Tt < A). O

Exercise 3.35. Show that if Kk < A\ < X and s is N -supercompact, then K is
A-supercompact.
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Exercise 3.36. Show that if k is 2" -supercompact, then the set of measurable
cardinals below k is stationary.

Exercise 3.37. Show that k is measurable iff k is k-supercompact. Hint: Show
that if U is a normal, fine, k-complete ultrafilter on k, then Kk € U.

Theorem 3.38 (Solovay). If k is A-supercompact, where X\ > k is regular, then
ASF =\,

Proof. Let j : V. — M witness that x is A-supercompact. Since M [ j()) is
regular, j[A] is a bounded subset of j(A). Let v = sup j[A]. Note that j[A] is a
<k-closed, unbounded subset of .

For each limit ordinal o < A, choose a club C, C « of ordertype cf(«).
Let (Do @ a < j(A)) = j((Cq : @ < A)). It is easy to see that D, N j[A] is a
<#-~closed, unbounded subset of v. Let C = j~*[D,].

Forz € P,(C), M k= j(z) = jz] C D.,. Since cf(y) = A < j(k), it follows by
elementarity that V | Ja < A(cf(a) < k and  C C,). Since k is inaccessible,
[P(Cy)| < & when cf(a) < k. Thus A<% = [P, (C)| < k- A=A O

Corollary 3.39. If k is supercompact and A > K is singular of cofinality < k,
then 2 = AT,

Remark 3.40. It is a theorem of Silver that if \ is singular of uncountable
cofinality and {a < \ : 2% = a} is stationary, then 2* = \*. Using this and
induction, we can remove the hypothesis that cf(A) < k in the above corollary.

Lemma 3.41 (Laver). If k is supercompact, then there is a function f : k — Vj
such that for every A > k and every x € Hy+, there is a normal, fine, k-complete
ultrafilter U on Py (N) such that jy(f)(k) = .

Proof. Suppose this fails. Let (g, ) be the statement that dom g is an inacces-
sible cardinal «, g : @ = V,,, and there is x € Hs+ such that there is no normal,
fine, a-complete U on P, (6) with jy(g)(a) = x. For each function f : k = V,
let Ay witness ¢(f, Af). Let v be greater than all Ay, and let j : V' — M witness
that k is v-supercompact. Since M* C M, M also satisfies ¢(f, A\y) for each
fie—=V,.

Now we construct a function f : kK — V,; inductively. Given f[a«, if o(f[a,d)
holds for some § < &, let x, be a witness, and let f(a) = z,. Otherwise, let
f(a) =0. Let A = Ay. By our supposition, ¢(f, A) holds.

Let = j(f)(k). Let U = {A C P.(N) : j[Af] € j(A)}. Let N be the
ultrapower of V' by U, and let k : N — M be defined by k([g]lu) = j(9)(G[\])-
Then k is elementary and j = k o jy.

Furthermore, for each oo < A, @ = ot([id]yy N j()), so « is represented by the
function z — ot(zNa). Thus k() = ot(j[A]Nj(a)) = a. Therefore, crit(k) > A,
and so k(z) = x. We have:

z=j(f)(k) = ko ju(f)(k(K) =k (u(f)(x)).

Thus = = jiy(f)(x), contradicting that = witnesses o(f, \). O
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Exercise 3.42. Derive directly from the existence of such f as above (which
are called Laver functions) that $, holds. Recall that <, states that there is a
sequence {aqo : o < K) such that for all X C k, {a: X Na = a,} is stationary.

3.6 Iterated forcing with supercompacts

Lemma 3.43. Letj : V — M be a definable elementary embedding with critical
point kK < X\, where M is a A-closed transitive class. Suppose:

1. k<0 <) and (PQ,QQ ca < 0,8 < 0) is an Easton-support iteration
such that |Pg| < A.

2. Foralla <k, P, € Vg, and Py = j(Py) | 6.

8. For all regular o < 0, Ik, Qq is a-directed-closed, and for monregular «,

ko Qu = {1}.
4. For0 <a <\ ME “IFq Qq = {1}.7

If n < X is a reqular cardinal such that 27 < \*, then Py forces that k is
n-supercompact.

Proof. First we argue that P, has the x-c.c, by a A-system argument. Let (p,, :
a < k) CP,. For each regular «, there is 8, < a such that sprt(p,) Na C f,.
Since k is Mahlo, there is a stationary S C x of consisting of regular cardinals
on which the function a — 3, takes a constant value 3. Since Pg € V., there is
a stationary T' C S such that p, | 5 takes a constant value g for a € T. Let C
be the club of points a such that sup, ., (sprt(p,)) € a. Then for ay < oy in
T NC, pa, is compatible with p,, .

By Corollary 3.33, it is forced that the quotient Py /P, is k-directed-closed.
By assumption (4), Py+ is equivalent to Py, which has size < A, and is thus
At-c.c. M believes that the Easton ideal restricted to [A,j(x)) is AT-complete.
Thus if Gy C Py is generic, then M |G| thinks that the quotient j(P,)/Pg is AT-
directed-closed. But this is true in V[Gp] as well, since M[Go]*NV [Go] € M[Gy).
The reason for this is that any A-sequence of ordinals in V[Gy] is the evaluation
of a Py-name of size A, and this name is an element of M. Furthermore, if
G C j(P,) is any generic projecting to Gy, then M[G1]* N V[G1] € M[G4],
because the forcing to get from Gy to G adds no A-sequences of ordinals.

Let G be generic for j(P,), and decompose it as G * H % K, which is generic
for P, % (Pg/P,.) * ((Px)/Pg). Since j(p) = p—1 (where we append a tail of 1’s
in the appropriate forcing languages), we have that j[G] C G. So by Silver’s
Lemma, the embedding can be extended to j : V[G] — M[G].

Let Q = Pp/G. M|G] thinks that j(Q) is j(k)-directed-closed. Furthermore,

H € M[G], jH] € M[G], and j[H] is a directed subset of j(Q), and of size
< A < j(k). Thus there is ¢ < j[H|. If H is generic over M[G] and contains ¢,

then the embedding can be further extended to j : V[G][H] — M[G][H].

In V[G][H], we may derive a normal, fine, k-complete ultrafilter U on P, (n),
with respect to the sets that exist in V[G][H], by letting U = {X C Py(n) :
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j[n] € 7(X)}. Since the quotient forcing R = j(P, x Q)/(G * H) is AT-closed,
this is an ultrafilter in the sense of VI[G][H] as well, so & is n-supercompact in
viCA),

Let U be an R-name for this ultrafilter. Let (X, : @ < 2") enumerate all
subsets of P.(n), and let (f, : a < 2") enumerate all regressive functions on
Pw(n). Choose a descending sequence (ro : @ < 27) C R such that r, decides
whether X, € U and decides some X 3 to be a measure-one set on which f, is
constant. Let U* be the filter generated by this coherent sequence of decisions.
U* witnesses that x is n-supercompact in V[G][H]. O

Corollary 3.44. Suppose k is supercompact and € < k. Then there is a generic
extension in which k is supercompact and 2% > k1€,

Proof. First suppose £ < k. Define a class-sized Easton-support iteration (PP, :
a < Q), where at inaccessible o, we force with Add(a, a*¢), and do nothing at
other points. Let A > & be a regular cardinal such that A > sup{(a*¢)<*:a < A
is inaccessible}. Let j : V' — M witness that x is X-supercompact, where A’
is least such that 2* < (M\)*. Then Py = j(P.) | A, and |Py| < A. The
other hypotheses of the previous lemma are satisfied, so x is A-supercompact
after forcing with Py. The forcing after Py doesn’t add subsets of P.(\), so
k-remains \-supercompact after the full iteration.

For ¢ = k, the argument is similar except that at inaccessible «, we force
with Add(a, aT@F1). O

Exercise 3.45. Show that if k is supercompact, then there is a generic extension
in which k is supercompact and GCH holds.

What about other possible behavior of the power function at k7 We need
some way of anticipating behavior at x by some choices below x. This is where
Laver functions come in, showing that anything consistent with the basic con-
straints of cardinal arithmetic can happen.

Theorem 3.46 (Laver). If k is supercompact, then there is a k-c.c. forcing P of
size k which forces that k is supercompact and remains so after any k-directed-
closed forcing.

Proof. Let f : k — Vi be a Laver function. Let (]P’Q,QB ca < K,8 < k) be an
Easton-support iteration constructed inductively as follows. Suppose we have
P, € V., and an increasing sequence (A\g : § < a) C k. At stage «, let Qq be
the trivial partial order {1} except in the case that:

1. « is inaccessible.
2. a>MXgforall 8 <o

3. f(a) is a pair (Q, A), where @ < A < K and Q is a P,-name for an a-
directed-closed forcing of size < .
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If these conditions obtain, let Qa = Q, and A\, = A\

Now let G C P, be generic and let Q be any k-directed-closed forcing in
V|[G] (including possibly {1}). Let x < n < X be regular such that 27 < AT
and |Q < A. We may assume that Q € H,+ and that it is the evaluation
of a P.-name Q € Hy+. Since f is a Laver function, there is an ultrafilter U
witnessing that x is A-supercompact, with j(f)(k) = (Q, A), where j = jy.

Consider the iteration j(P,) with defining sequence (Po, Qg : a < j(k), 8 <
j(k)). Then Q. = Q and A\, = A. Thus for k < a < X\, Q, = {1}. Thus the
hypotheses of Lemma 3.43 are satisfied, so k is n-supercompact after forcing
with P, * Q. O

A cardinal k that is forced to be supercompact by every k-directed-closed
forcing is called indestructibly supercompact.

Exercise 3.47. Show that if k is indestructibly supercompact, then for every
successor ordinal £ < k, the set {a < K : 2% = aT¢} is stationary.

4 Generic large cardinals

4.1 General facts

Suppose [ is an ideal over a set Z. Let us force with the Boolean algebra
P(Z)/I, obtaining a generic filter G. |JG is a subset of P(Z)V disjoint from
I; in fact it is an ultrafilter on the Boolean algebra P(Z)Y extending I*. In
V[G], we can form the ultrapower of V, VZ/G. Tt might be well-founded. In
this case, we have an elementary embedding j : V — M C V[G], where M is a
transitive subclass of V[G]. If VZ/G is always well-founded, for any generic G,
then we say that I is precipitious.

Lemma 4.1. Suppose I is a precipitous ideal on Z, and G C P(Z)/I is generic.
Then crit(jg) is the unique k such that I is k-complete and for some A € G, A
is the union of k-many sets from I.

Proof. Let B € I'™ be arbitrary. Let x be such that I | B is k-complete but not
kT-complete. Then there is a positive A C B which is the union of xk-many sets
from I. Thus there is a dense set of conditions A such that I | A is k-complete
but A is partitioned into xk-many measure zero sets, so there is one such A € G.
If A, A’ are two such sets and k, k' are their associated cardinals, then A N A’
is positive, I | (AN A’) is k-complete and x’-complete but neither x-complete
nor (k’)*-complete, so k = K'.

Let A be a set as above. We show by induction that A IF j(a) = a for a < k.
Suppose this is true for § < «. Let B C A be positive and let f : Z — a.
By k-completeness, there is a positive C C B on which f is constant. Thus
Al 38 < af[flg = lcsley)- Thus Al j(a) = a.

Now let (A, : @ < k) C I be a partition of A and consider the function
p:Z — k where p(z) = aiff z € A,. Then A - [f]s < j(k), but also [f]s > «
for each a < k. Thus A IF crit(j) = «. O
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Lemma 4.2. Suppose I is a precipitous ideal on Z C X. Then I is fine iff it is
forced that [id]g 2 ja[A, and I is normal iff it is forced that [id]¢ C ja[A].

Proof. If I is fine, then for each a < A, {z : a € 2z} € I*, so it is forced that
j(a) € [id]. If it is forced that j(«) € [id] for each o < A, then {z : o ¢ z} must
be in I.

Suppose that I is normal. Let A, f be such that A I [f] € [id]. For
all positive B C A, there is a positive C' C B on which f is constant, so
A IF [f] € 4[A\]. Now suppose it is forced that [id] C j[A]. Let A be positive and
let f be regressive on A. If G is generic with A € G, then there is B € G, a
subset of A, such that B I [f] = j(a) for some particular o < A, so f takes
value a at I-almost-all points in B. O

Theorem 4.3 (Foreman). Suppose I is a precipitous ideal on Z and P is a
Boolean algebra. Let j : V — M C V|G| denote a generic ultrapower embedding
arising from I. Suppose K is a P(Z)/I-name for an ideal on j(P) such that
whenever G x h is P(Z)/I % j(P)/K -generic and H = {p : [p|x € h}, we have:

1. VIep iy ey 5 H is j(P)-generic over M,
2. Vlbp 2y 1ai(p) /5 §YH] is P-generic over V, and
3. forallp € P, 1 ¥pzyr j(p) € K.
Then there is P-name J for an ideal on Z and a canonical isomorphism

B(P+P(2)/J) = B(P(Z)/I  j(P)/K).

Furthermore, J is forced to be precipitous and have the same completeness and
normality and fineness properties of I.

Proof. Let e : P — B(P(Z)/I % j(P)/K) be defined by p — ||j(p) € H||. By
(3), this map has trivial kernel. By elementarity, it is an order and antichain
preserving map. If A C P is a maximal antichain, then it is forced that j~[H]N
A # (. Thus e is regular.

Whenever H C P is generic, there is a further forcing yielding a generic
GxhCP(2)/1 % j(P)/K such that j{H] C H. Thus there is an embedding j :
V[H] —>AM[H] extending j. In V[H], let J = {4 Q Z:1 ”_("P(Z)/I*j(]P’)/K')/e[H]
lidlar ¢ j(A)}. In V, define a map ¢ : P+ P(Z)/J — B(P(Z)/I x j(P)/K) by
(p, A) — e(p) A|[id]asr € j(A)]]. Tt is easy to check that ¢ is order and antichain
preserving.

We want to show the range of ¢ is dense. Let (B,q) € P(Z)/I * j(P)/K.
Without loss of generality, there is some f : Z — V in V such that B I+
q = [[f]lm]x. By the regularity of e, let p € P be such that for all p’ < p,
e(p') N (B,q) # 0. LetAbeaIP’namesuchthatplFA—{zeB f(2) € HY,
and —pl- A= Z. 1lkp A € J* because for any p’ < p, we can take a generic
G * h such that e(p/) A (B, §) € Gxh. Here we have [id]y; € j(B) and [f]a € H,
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so [id]ps € j(A). Furthermore, t(p, A) forces B € G and ¢ € h, showing ¢ is a
dense embedding.

To show J is precipitous, take any generic H * G C P % P(Z)/J, and let
Gxh=1Hx*G and H = {p: [p|x € h}. For A € J*, A € G if and only
if [id]y € j(A). Ifi: V[H] - N = V[H]?/G is the canonical ultrapower
embedding, then there is an elementary embedding k£ : N — M [f[ ] given by
k([f]n) = 7(f)([id]ar), and j = k o 4. Thus N is well-founded.

If f:Z — Ord is a function in V, then k([f]n) = j(f)([id]ar) = [f]ar- Thus
k is surjective on ordinals, so it must be the identity, and N = M [H]. Since
1 = 7 and j extends j, ¢ and j have the same critical point, so the completeness
of J is the same as that of I. Finally, since [id]y = [id]yps and 5 [UZ =5 [ U Z,
I is normal/fine in V' if and only if J is normal/fine in V[H]. O

4.2 Collapsing

Suppose k is a regular cardinal and A > k. Col(k, \) is the collection of partial
functions defined on a bounded subset of k, into A. It is easy to see that this is
k~closed.

Lemma 4.4. Suppose G C Col(k, \) is generic. Then |JG is a surjection from
K to A.

Proof. Let p € P and o < A. There is ¢ < p such that o € rang. Thus for each
a < A, the set of conditions forcing a € ran|J G is dense. O

Suppose u < k are regular cardinals. We define

<p—sprt

Col(u, <k) H Col(u, «

a<k
Lemma 4.5. Suppose p < k are reqular and a~* < k for all « < k. Then:
1. Col(u, <k) is p-closed and k-c.c.

2. Col(p, <r) forces |a| = u for all o € [u, K).

Proof. For (1), u-closure holds since each term in the product is u-closed and
the ideal of supports is p-complete. The k-c.c. follows from A-system argument,
just like in the proof of Lemma 3.43. For (2), note that Col(u, <k) projects to
Col(p, o) for each o < k. O

Lemma 4.6. Suppose P is a k-closed forcing and Q is a k-distributive forcing
that collapses 2I¥ to k. Then there is a complete embedding e : P — B(Q).

Proof. Suppose H is generic for Q. Note that since Q is k-distributive, P is
still k-closed in V[H]. Let p € P. In V[H], P(P)V = k. Let {Dy : @ < K}
enumerate the dense subsets of P from V. Inductively build a descending chain
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(Po : @ < K) C P such that pg = p and pay1 € D, for all @ < k. Thus G is
P-generic over V and p € G.

Since Q collapses a cardinal > k, it does not have the k-c.c. Let A C B(Q)
be a maximal antichain of size x, and let us index it by P: A = {a, : p € P}. For
each p € P, there is a Q-name for a P-generic filter §, that is forced to contain
p. Let g be a Q-name such that for each p € P, a, IF § = g,. What we have is
that kg ¢ is P-generic over V, and for each p € P, ||p € g|| > 0. By Exercise
1.31, the map p — ||p € g|| is a complete embedding. O

4.3 Indestructibility of “w; is generically supercompact”

We will say that a regular cardinal x is generically supercompact if for cofinally
many A > k, there is a k-complete, normal, fine, precipitous ideal on Py (A).

Lemma 4.7. Suppose k is generically supercompact and P is k-c.c. Then P
forces that k is generically supercompact.

Proof. Suppose there is a k-complete normal fine precipitous ideal I on P, (A).
If G C P(P.\)/I is generic, then any generic H C j(P) has the property that
§'[H] is P-generic over V, since j(A) = j[A] for any maximal antichain A C P
in V. Thus hypotheses of Foreman’s Theorem are satisfied, with K as the trivial
ideal on j(P). O

From this we see that a successor cardinal such as w; can be generically
supercompact. If x is supercompact and pu < k is regular, then Col(u,<k)
forces that k = u™ and & is generically supercompact.

Th generic supercompactness of w; is automatically indestructible by count-
ably closed forcing. This is different from the case of conventional supercom-
pactness. The explanation is that the desired absorption property comes for free
when we collapse sufficiently large cardinals, whereas in the conventional case,
we must build the desired absorption property into the scheme of the iteration
below k.

Theorem 4.8. If wy is generically supercompact, then this is indestructible by
countably closed forcing.

Proof. Let P be any countably closed forcing. Let A > 2Pl be such that there
is a normal fine precipitous ideal I on P,, (A\). We may assume that P(P)V is
coded into a subset A C A. Let j : V — M C V[G] be a generic embedding
arising from I. We have that P(P)V € M, since it is decoded by the transitive
collapse of j(A) N j[A]. Since 2/¥! is countable in M, we can build in M a filter
H C P that is generic over V, containing any given p € P we want. So there
is a complete embedding e : P — B(P(P,,A)/I) with the property that if G is
generic for the latter and H = e ![G], then H € M.

In M, j[H] is a countable directed subset of j(IP). By the countable closure
of j(P), we can find a ¢ < j[H]. If we force below this, we get a filter H that
is j(P)-generic over M, with j[H] C H. Thus the hypotheses of Foreman’s
Theorem are satisfied, and there is a normal fine precipitous ideal J on P, A in
V[H]. O
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